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## Samadrita \& Somdatta

## Preface

With the remarkable advancement in various branches of science, engineering and technology, today more than ever before, the study of differential equations has become essential. For, to have an exhaustive understanding of subjects like physics, mathematical biology, chemical science, mechanics, fluid dynamics, heat transfer, aerodynamics, electricity, waves and electromagnetic, the knowledge of finding solution to differential equations is absolutely necessary. These differential equations may be ordinary or partial. Finding and interpreting their solutions are at the heart of applied mathematics. A thorough introduction to differential equations is therefore a necessary part of the education of any applied mathematician, and this book is aimed at building up skills in this area.

This book on ordinary / partial differential equations is the outcome of a series of lectures delivered by me, over several years, to the undergraduate or postgraduate students of Mathematics at various institution. My principal objective of the book is to present the material in such a way that would immediately make sense to a beginning student. In this respect, the book is written to acquaint the reader in a logical order with various well-known mathematical techniques in differential equations. Besides, interesting examples solving JAM / GATE / NET / IAS / NBHM/TIFR/SSC questions are provided in almost every chapter which strongly stimulate and help the students for their preparation of those examinations from graduate level.

## Organization of the book

The book has been organized in a logical order and the topics are discussed in a systematic manner. It has comprising 21 chapters altogether. In the chapter ??, the fundamental concept of differential equations including autonomous/ non-autonomous and linear / non-linear differential equations has been explained. The order and degree of the ordinary differential equations (ODEs) and partial differential equations(PDEs) are also mentioned. The chapter ?? are concerned the first order and first degree ODEs. It is also written in a progressive manner, with the aim of developing a deeper understanding of ordinary differential equations, including conditions for the existence and uniqueness of solutions. In chapter ?? the first order and higher degree ODEs are illustrated with sufficient examples. The chapter ?? is concerned with the higher order and first degree ODEs. Several methods, like method of undetermined coefficients, variation of parameters and Cauchy-Euler equations are also introduced in this chapter. In chapter ??, second order initial value problems, boundary value problems and Eigenvalue problems with Sturm-Liouville problems are expressed with proper examples. Simultaneous linear differential equations are studied in chapter ??. It is also written in a progressive manner with the aim of developing some alternative methods. In chapter ??, the equilibria, stability
and phase plots of linear / nonlinear differential equations are also illustrated by including numerical solutions and graphs produced using Mathematica version 9 in a progressive manner. The geometric and physical application of ODEs are illustrated in chapter ??. The chapter 1 is presented the Total (Pfaffian) Differential Equations. In chapter ??, numerical solutions of differential equations are added with proper examples. Further, I discuss Fourier transform in chapter ??, Laplace transformation in chapter ??, Inverse Laplace transformation in chapter ??. Moreover, series solution techniques of ODEs are presented with Frobenius method in chapter ??, Legendre function and Rodrigue formula in Chapter ??, Chebyshev functions in chapter ??, Bessel functions in chapter ?? and more special functions for Hypergeometric, Hermite and Laguerre in chapter ?? in detail.

Besides, the partial differential equations are presented in chapter ??. In the said chapter, the classification of linear, second order partial differential equations emphasizing the reasons why the canonical examples of elliptic, parabolic and hyperbolic equations, namely Laplace's equation, the diffusion equation and the wave equation have the properties that they do has been discussed. Chapter ?? is concerned with Green's function. In chapter ??, the application of differential equations are developed in a progressive manner. Also all chapters are concerned with sufficient examples. In addition, there is also a set of exercises at the end of each chapter to reinforce the skills of the students.

Moreover it gives the author great pleasure to inform the reader that the second edition of the book has been improved, well -organized, enlarged and made up-to-date as per latest UGC CBSC syllabus. The following significant changes have been made in the second edition:

- Almost all the chapters have been rewritten in such a way that the reader will not find any difficulty in understanding the subject matter.
- Errors, omissions and logical mistakes of the previous edition have been corrected.
- The exercises of all chapters of the previous edition have been improved, enlarged and well-organized.
- Two new chapters like Green's Functions and Application of Differential Equations have been added in the present edition.
- More solved examples have been added so that the reader may gain confidence in the techniques of solving problems.
- References to the latest papers of various university, IIT-JAM, GATE, and CSIR-UGC(NET) have been provided in almost every chapters which strongly help the students for their preparation of those examinations from graduate label.

In view of the above mentioned features it is expected that this new edition will appreciate and be well prepared to use the wonderful subject of differential equations.

## Aim and Scope

When mathematical modelling is used to describe physical, biological or chemical phenomena, one of the most common results of the modelling process is a system of ordinary or partial differential equations. Finding and interpreting the solutions of these differential equations
is therefore a central part of applied mathematics, Physics and a thorough understanding of differential equations is essential for any applied mathematician and physicist. The aim of this book is to develop the required skills on the part of the reader. The book will thus appeal to undergraduates/postgraduates in Mathematics, but would also be of use to physicists and engineers. There are many worked examples based on interesting real-world problems. A large selection of examples / exercises including JAM/NET/GATE questions is provided to strongly stimulate and help the students for their preparation of those examinations from graduate level. The coverage is broad, ranging from basic ODE , PDE to second order ODE's including Bifurcation theory, Sturm-Liouville theory, Fourier Transformation, Laplace Transformation, Green's function and existence and uniqueness theory, through to techniques for nonlinear differential equations including stability methods. Therefore, it may be used in research organization or scientific lab.

## Significant features of the book

- A complete course of differential Equations
- Perfect for self-study and class room
- Useful for beginners as well as experts
- More than 650 worked out examples
- Large number of exercises
- More than 700 multiple choice questions with answers
- Suitable for New UGC-CBSC syllabus of ODE \& PDE
- Suitable for GATE, NET, NBHM, TIFR, JAM, JEST, IAS, SSC examinations.
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## Chapter 1

## Total (Or Pfaffian) Differential Equations

### 1.1 Introduction

In this chapter, we proposed to discuss differential equations with one independent variable and more than one dependent variables.

Definition 1.1 (Pfaffian Differential Equation:) Let $u_{i}, i=1,2, \cdots, n$ be $n$ functions of some or all of $n$ independent variables $x_{1}, x_{2}, \cdots, x_{n}$. Then $\sum_{i=1}^{n} u_{i} d x_{i}$ is called a Pfaffian differential form in $n$ variables and $\sum_{i=1}^{n} u_{i} d x_{i}=0$ is called a Pfaffian differential equation in $n$ variables $x_{1}, x_{2}, \cdots, x_{n}$.

Definition 1.2 (Total(Pfaffian)Differential Equation for Three Variables:)
An equation of the form $\quad P(x, y, z) d x+Q(x, y, z) d y+R(x, y, z) d z=0$
is called the Pfaffian Differential Equation in three variables $x, y, z$.
The equation (1.1) can be directly integrated if there exists a function $u(x, y, z)$ whose total differential $d u$ is equal to the left hand number of (1.1). In other cases (1.1) may or may not be integrable. We now proceed to find the condition which $P, Q, R$ must satisfy, so that (1.1) may be integrable. This will be called the condition or criteria of integrability of this single differential equation (1.1).

### 1.2 Necessary and sufficient conditions for integrability of total(or single) differential equation $P d x+Q d y+R d z=0$.

### 1.2.1 Necessary condition:

Consider the total (or single) differential equation

$$
\begin{align*}
& P d x+Q d y+R d z=0 \quad \text { where } P, Q, R \text { are functions of } x, y, z .  \tag{1.2}\\
& \text { Let (1.2) have an integral } \quad u(x, y, z)=c \tag{1.3}
\end{align*}
$$

Then total differential $d u$ must be equal to $P d x+Q d y+R d z$, or to it multiplied by a factor. But, we know that

$$
\begin{equation*}
d u=\left(\frac{\partial u}{\partial x}\right) d x+\left(\frac{\partial u}{\partial y}\right) d y+\left(\frac{\partial u}{\partial z}\right) d z . \tag{1.4}
\end{equation*}
$$

Since (1.3) is an integral of (1.2), $P, Q, R$ must be proportional to $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial u}{\partial z}$. Therefore, $\frac{\frac{\partial u}{\partial x}}{P}=\frac{\frac{\partial u}{\partial y}}{Q}=$ $\frac{\frac{\partial u}{\frac{\partial z}{R}}}{R}=\lambda(x, y, z)$ (say).

$$
\begin{equation*}
\lambda P=\frac{\partial u}{\partial x}, \quad \lambda Q=\frac{\partial u}{\partial y}, \quad \text { and } \lambda R=\frac{\partial u}{\partial z} \tag{1.5}
\end{equation*}
$$

From the first two equations of (1.5), we get

$$
\begin{array}{cl} 
& \frac{\partial}{\partial y}(\lambda P)=\frac{\partial^{2} u}{\partial y \partial x}=\frac{\partial}{\partial x}\left(\frac{\partial u}{\partial y}\right)=\frac{\partial}{\partial x}(\lambda Q) \\
& \text { or, } \lambda \frac{\partial P}{\partial y}+P \frac{\partial \lambda}{\partial y}=\lambda \frac{\partial Q}{\partial x}+Q \frac{\partial \lambda}{\partial x} \\
& \text { or, } \lambda\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=Q \frac{\partial \lambda}{\partial x}-P \frac{\partial \lambda}{\partial y} \\
\text { Similarly } & \lambda\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)=R \frac{\partial \lambda}{\partial y}-Q \frac{\partial \lambda}{\partial z} \\
\text { and } & \lambda\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)=P \frac{\partial \lambda}{\partial z}-R \frac{\partial \lambda}{\partial x}
\end{array}
$$

Multiplying (1.6)-(1.8) by $R, P$ and $Q$ respectively and adding, we get

$$
\begin{equation*}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 . \tag{1.9}
\end{equation*}
$$

This is therefore, the necessary condition for the integrability of the equation (1.2).

### 1.2.2 Sufficient condition:

Suppose that the coefficients $P, Q, R$ of (1.2) satisfy the relation (1.9). It will now be proved that this relation gives the required sufficient condition for the existence of an integral of (1.2). For this we show that an integral of (1.2) can be found when relation (1.9) holds. We first prove that if we take $P_{1}=\mu P, Q_{1}=\mu Q, R_{1}=\mu R$ where $\mu$ is any function of $x, y$ and $z$, the same condition is satisfied by $P_{1}, Q_{1}, R_{1}$ as by $P, Q, R$. We have

$$
\begin{align*}
& \frac{\partial Q_{1}}{\partial z}-\frac{\partial R_{1}}{\partial y}=\mu \frac{\partial Q}{\partial z}+Q \frac{\partial \mu}{\partial z}-\left(\mu \frac{\partial R}{\partial y}+R \frac{\partial \mu}{\partial y}\right) \\
& \text { or, } \frac{\partial Q_{1}}{\partial z}-\frac{\partial R_{1}}{\partial y}=\mu\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q \frac{\partial \mu}{\partial z}-R \frac{\partial \mu}{\partial y}  \tag{1.10}\\
& \text { Similarly, } \frac{\partial R_{1}}{\partial x}-\frac{\partial P_{1}}{\partial z}=\mu\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R \frac{\partial \mu}{\partial x}-P \frac{\partial \mu}{\partial z}  \tag{1.11}\\
& \text { and } \frac{\partial P_{1}}{\partial y}-\frac{\partial Q_{1}}{\partial x}=\mu\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)+P \frac{\partial \mu}{\partial y}-Q \frac{\partial \mu}{\partial x} \tag{1.12}
\end{align*}
$$

Multiplying (1.10), (1.11) and (1.12) by $P_{1}, Q_{1}, R_{1}$ respectively, adding and replacing $P_{1}, Q_{1}, R_{1}$ by $\mu P, \mu Q, \mu R$ respectively in resulting R.H.S., we obtain

$$
\begin{align*}
& P_{1}\left(\frac{\partial Q_{1}}{\partial z}-\frac{\partial R_{1}}{\partial y}\right)+Q_{1}\left(\frac{\partial R_{1}}{\partial x}-\frac{\partial P_{1}}{\partial z}\right)+R_{1}\left(\frac{\partial P_{1}}{\partial y}-\frac{\partial Q_{1}}{\partial x}\right)  \tag{1.13}\\
& =\mu\left\{P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)\right\}=0 \operatorname{using}(1.9) \tag{1.14}
\end{align*}
$$

Now $P d x+Q d y$ may be regarded as an exact differential. For if it is not so, then multiplying the equation (1.2) by the integrating factor $\mu(x, y, z)$, we can make it so. Thus there is no loss of generality in regarding $P d x+Q d y$ as an exact differential. For this the condition is

$$
\begin{align*}
& \frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x}  \tag{1.15}\\
& \text { Let } V=\int(P d x+Q d y) \tag{1.16}
\end{align*}
$$

$$
\begin{equation*}
\text { then it follows that } P=\frac{\partial V}{\partial x} \quad \text { and } Q=\frac{\partial V}{\partial y} \tag{1.17}
\end{equation*}
$$

$$
\begin{equation*}
\text { From (1.17), } \frac{\partial P}{\partial z}=\frac{\partial^{2} V}{\partial z \partial x} \quad \text { and } \quad \frac{\partial Q}{\partial z}=\frac{\partial^{2} V}{\partial z \partial y} \tag{1.18}
\end{equation*}
$$

By using the above relation, (1.15), (1.17) and (1.9) gives

$$
\begin{aligned}
& \frac{\partial V}{\partial x}\left(\frac{\partial^{2} V}{\partial z \partial x}-\frac{\partial R}{\partial y}\right)+\frac{\partial V}{\partial y}\left(\frac{\partial R}{\partial x}-\frac{\partial^{2} V}{\partial z \partial x}\right)=0 \quad \text { or } \quad \frac{\partial V}{\partial x} \frac{\partial}{\partial y}\left(\frac{\partial V}{\partial z}-R\right)-\frac{\partial V}{\partial y} \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial z}-R\right)=0 \\
& \text { or }\left|\begin{array}{ll}
\frac{\partial V}{\partial x} & \frac{\partial}{\partial x} \\
\frac{\partial V}{\partial y} & \frac{\partial}{\partial y}\left(\frac{\partial V}{\partial z}-R\right)
\end{array}\right|=0 .
\end{aligned}
$$

This show that a relation independent of $x$ and $y$ exists between $V$ and $\left(\frac{\partial V}{\partial z}\right)-R$. Consequently $\left(\frac{\partial V}{\partial z}\right)-R$ can be expressed as a function of $z$ and $V$ alone. That is we can take

$$
\begin{align*}
& \frac{\partial V}{\partial z}-R=\phi(z, V)  \tag{1.19}\\
\text { Now, } P d x+Q d y+R d z= & \frac{\partial V}{\partial x} d x+\frac{\partial V}{\partial y} d y+\left(\frac{\partial V}{\partial z}-\phi\right) d z, \text { using (1.16) and (1.19) } \\
& \frac{\partial V}{\partial x} d x+\frac{\partial V}{\partial y} d y+\frac{\partial V}{\partial z} d z-\phi d z=d V-\phi d z . \tag{1.20}
\end{align*}
$$

Thus (1.2) may be written as $d V-\phi d z=0$ which is an equation in two variables. Hence its integration will gives an integral of the form. Hence the condition (1.9) is sufficient. Thus (1.9) is both the necessary and sufficient condition that (1.2) has an integral.
Theorem 1.1 Prove that the necessary and sufficient condition for integrability of the total differential equation $\mathbf{A} . d \mathbf{r}=P d x+Q d y+R d z=0$ is A.curl $\mathbf{A}=0$.

$$
\begin{align*}
& \text { Proof. } \quad \text { Given } \mathbf{A} \cdot d \mathbf{r}=P d x+Q d y+R d z=0  \tag{1.21}\\
& \text { Let } \mathbf{r}=x \hat{i}+y \hat{j}+z \hat{k} \quad \text { so that } \quad d \mathbf{r}=d x \hat{i}+d y \hat{j}+d z \hat{k}  \tag{1.22}\\
& \text { and } \quad \mathbf{A}=P \hat{i}+Q \hat{j}+R \hat{k} \tag{1.23}
\end{align*}
$$

Then we see that (1.21) is satisfied by usual rule of dot product of two vectors $\mathbf{A}$ and $d \mathbf{r}$. No show that the necessary condition for integrability of (1.21) is

$$
\begin{equation*}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 . \tag{1.24}
\end{equation*}
$$

From vector calculus, we have

$$
\begin{equation*}
\operatorname{Curl} \mathbf{A}=\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right) \hat{i}+\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right) \hat{j}+\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \hat{k} \tag{1.25}
\end{equation*}
$$

Hence, using (1.23) and (1.25) and applying the usual rule of dot product of two vectors, the necessary condition (1.24) may be rewritten as $\mathbf{A}$. curl $\mathbf{A}=0$ as desired.

### 1.3 The conditions for exactness of $P d x+Q d y+R d z=0$.

The given total differential equation is said to be exact if the following three conditions are satisfied.

$$
\begin{equation*}
\frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x}, \frac{\partial Q}{\partial z}=\frac{\partial R}{\partial y} \text { and } \frac{\partial R}{\partial x}=\frac{\partial P}{\partial z} . \tag{1.26}
\end{equation*}
$$

Note that when condition (1.26) are satisfied, the condition for integrability of $P d x+Q d y+R d z=$ 0 , namely,

$$
\begin{equation*}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 \tag{1.27}
\end{equation*}
$$

is also satisfied for each term of (1.27), vanishes identically.

### 1.4 Show that the locus of $P d x+Q d y+R d z=0$ is orthogonal to the locus of $\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}$

$$
\begin{equation*}
\text { The equation } P d x+Q d y+R d z=0 \tag{1.28}
\end{equation*}
$$

means, geometrically that a straight line whose direction cosines are proportional to $d x, d y, d z$ is perpendicular to a line whose direction cosines are proportional to $P, Q, R$. As a consequence a point which satisfies (1.28) must move in a direction at right angles to a line whose direction cosines are proportional to $P, Q, R$. On the other hand, the equations

$$
\begin{equation*}
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R} \tag{1.29}
\end{equation*}
$$

mean geometrically that a straight line whose direction cosines are proportional to $d x, d y$ and $d z$. Again from the equation (1.29) (i.e. $\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}$ ), we see that $d x, d y$ and $d z$ are proportional to $P, Q$ and $R$. Thus $(P, Q, R)$ are the corresponding direction rations of the tangents to the curves
at $(x, y, z)$. Thus geometrically the above differential equations represents a system of curves in space such that the direction cosines of the tangent to these curves at any point $(x, y, z)$ are proportional to ( $P, Q, R$ ).
From the above discussion it follows that the curves traced out by the points that are moving according to the condition (1.28) are orthogonal to the curves traced out by the points that are moving according to the conditions (1.28). The former curves are any of the curves upon the surfaces given by (1.28). Thus geometrically, the curves represented by (1.29) are normal to the surfaces represented by (1.28). In case (1.28) is not integrable, there can not exist a family of surfaces which is orthogonal to all lines that form the locus of (1.29).

### 1.5 Geometrical Interpretation of $P d x+Q d y+R d z=0$

The given differential equation expresses that the tangent to a curve is perpendicular to a certain line, the direction cosines of this tangent line and another line being proportional to $d x, d y, d z$ and $P, Q, R$ respectively. Suppose that the equation

$$
\begin{equation*}
P d x+Q d y+R d z=0 \tag{1.30}
\end{equation*}
$$

satisfies the condition of integrability and that its solution is

$$
\begin{equation*}
F(x, y, z, c)=0 \tag{1.31}
\end{equation*}
$$

Since (1.31) has one arbitrary constant, it represents a single infinity of surfaces. Choosing this constant in an appropriate manner, (1.31) can be made to pass through any given point of space. If a point is moving upon this surface in any direction, its co-ordinates and direction cosines of its path at any moment must satisfy (1.30), since (1.31) is the integral of (1.30). Again for each point $(x, y, z)$ there will be an infinite number of values of $d x, d y, d z$ which will satisfy (1.30). Thus it follows that a point which is moving in such a manner that its co-ordinates and the direction cosines of its path always satisfy (1.30) can pass through any point in an infinity of directions. However, while passing through any point, it must remain on the particular surface given by (1.31) which passes through the point. Thus, infinite number of such possible curves which it can describe through that point must lie on the surface.

### 1.6 Methods of solution of the Total Differential Equation

In this section, we discuss various type of methods from which a suitable one will be used to obtain the corresponding integral of the total differential equation. At first the conditions of integrability as given by (1.9) should be verified first, then the suitable method for the determination of the corresponding integral as given below will be considered.

### 1.6.1 Method I(Solution by inspection)

By rearranging the terms of the given equation or by dividing by a suitable functions of $x, y, z$ to reduce some part of the equation into exact differentials and then integrating, the required
integral is determined.
Example 1.1 Solve $(y z+2 x) d x+(z x-2 z) d y+(x y-2 y) d z=0$.
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get

$$
\begin{aligned}
& P=y z+2 x, \quad Q=z x-2 z, \quad R=x y-2 y . \\
& \therefore P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =(y z+2 x)\{(x-2)-(x-2)\}+(z x-2 z)(y-y)+(x y-2 y)(z-z)=0
\end{aligned}
$$

Showing that the given total differential equation is integrable. On rearranging, the given equation can be written as

$$
\begin{aligned}
& (y z d x+z x d y+x y d z)+2 x d x-2(z d y+y d z)=0 \\
& \Rightarrow d(x y z)+d\left(x^{2}\right)-2 d(y z)=0 \\
& \text { Integrating we get, } x y z+x^{2}-2 y z=c
\end{aligned}
$$

which is the required general solution, $c$ being an arbitrary constant.

### 1.6.2 Method II(Solution of homogeneous equation)

The equation $P d x+Q d y+R d z=0$ is called a homogeneous equation if $P, Q, R$ are homogeneous functions of $x, y, z$ of the same degree.
Step I: As usual verify that the given equation is integrable.
Step II: Put $x=z u, y=z v$ so that $d x=u d z+z d u$ and $d y=z d v+v d z$. Substituting these in the given equation, we solve the equation.
Example 1.2 Solve $2(y+z) d x-(x+z) d y+(2 y-x+z) d z=0$
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get, $P=2 y+2 z, Q=$ $-x-z, R=2 y-x+z$ and $\sum P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)=0$. So the condition of integrability is satisfied.
The given equation is homogeneous. Let us consider $x=u z, y=v z$ so as to obtain $d x=$ $u d z+z d u, d y=v d z+z d v$. Then the given equation becomes

$$
\begin{aligned}
& z[2(v+1) d u-(u+1) d v]+(u+1)(v+1) d z=0 \\
& \text { or, } 2 \frac{d u}{u+1}-\frac{d v}{v+1}+\frac{d z}{z}=0
\end{aligned}
$$

Integrating we get, $(u+1)^{2} z=c(v+1)$ or $(x+z)^{2}=c(y+z)$ which is the required general solution and $c$ being an arbitrary constant.

### 1.6.3 Method III(Use of auxiliary equation)

Let the total differential equation $P d x+Q d y+R d z=0$ be integrable. Then it follows that $P, Q, R$ satisfy

$$
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0
$$

Now comparing these two equations we have

$$
\begin{equation*}
\frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d z}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}} \tag{1.32}
\end{equation*}
$$

known as the auxiliary equations. Then the above auxiliary equations is solved using the methods (for solving simultaneous equation of type-II) as described in the chapter-??.
Let $u=c_{1}, v=c_{2}$ (where $c_{1}, c_{2}$ being arbitrary constants) be the integrals obtained by solving equation (1.32). Now we find two functions $\phi$ and $\psi$ such that the equation may be written by $\phi d u+\psi d v=0$.

In fact as $u$ and $v$ are known, the equation $\phi d u+\psi d v=0$ will reduce to an equation of the form $P_{1} d x+Q_{1} d y+R_{1} d z=0$ and comparing this with the original equation the values of the function $\phi$ and $\psi$ are determined and finally with these values of $\phi$ and $\psi$, the equation $\phi d u+\psi d v=0$ can be integrated to obtain the required integral of the given equation.
Example 1.3 Solve $x z^{3} d x-z d y+2 y d z=0$.
Solution: Here,

$$
\begin{equation*}
x z^{3} d x-z d y+2 y d z=0 \tag{1.33}
\end{equation*}
$$

Comparing (1.33) with $P d x+Q d y+R d z=0$, here

$$
\begin{equation*}
P=x z^{3}, Q=-z, R=2 y \tag{1.34}
\end{equation*}
$$

Here $P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=x z^{3} \cdot(-1-2)-z \cdot\left(0-3 x z^{2}\right)+2 y \cdot 0=-3 x z^{3}+3 x z^{3}=0$. Thus the condition of integrability is satisfied.
The auxiliary equations of the given equation are

$$
\begin{align*}
& \frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d z}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}}  \tag{1.35}\\
& \frac{d x}{-1-2}=\frac{d y}{0-3 x z^{2}}=\frac{d z}{0}  \tag{1.36}\\
& \frac{d x}{1}=\frac{d y}{x z^{2}}=\frac{d z}{0} \tag{1.37}
\end{align*}
$$

Taking the third ratio of (1.37), we have

$$
\begin{equation*}
d z=0 \quad \text { so that } z=c_{1}=u \text { (say) } \tag{1.38}
\end{equation*}
$$

Taking the first and second ratios of (1.37), we have

$$
\begin{equation*}
x z^{2} d x-d y=0 \tag{1.39}
\end{equation*}
$$

Integrating,

$$
\begin{gather*}
x^{2} u^{2}-2 y=c_{2}=v \text { (say) }  \tag{1.40}\\
x^{2} z^{2}-2 y=v \text { using (1.38) } \tag{1.41}
\end{gather*}
$$

Substituting the value of $u$ and $v$ from (1.37) and (1.38) in $A d u+B d v=0$ we get $A d z+B\left(2 x z^{2} d x+\right.$ $\left.2 x^{2} z d z-2 d y\right)=0$

$$
\begin{equation*}
2 B x z^{2} d x-2 B d y+\left(A+2 B x^{2} z\right) d z=0 \tag{1.42}
\end{equation*}
$$

Comparing (1.33) with (1.42), we get $x z^{3}=2 B x z^{2}, 2 y=A+2 B x^{2} z$ i.e., $B=\frac{u}{2}, A=-v$. Substituting these values of $A$ and $B$ in $A d u+B d v=0$, we get $-v d u+\frac{u d v}{2}=0 \Rightarrow \frac{d v}{v}=\frac{2 d u}{u}$. Integrating we get, $\log v=2 \log u+\log c \Rightarrow v=c u^{2}$ Using (1.38) and (1.41), we get $x^{2} z^{2}-2 y=c z^{2}$ which is required general solution.

### 1.6.4 Method IV(General method of solving $P d x+Q d y+R d z=0$ by taking one variable as constant)

Step 1. First verify the integrability condition
Step 2. We now treat one of the variables, say $z$ as a constant i.e., $d z=0$, then the resulting equation is reduced to

$$
\begin{equation*}
P d x+Q d y=0 \text { using } \tag{1.43}
\end{equation*}
$$

We should select a proper variable to be constant so that the resulting equation in the remaining variables is easily integrable. Thus this selection will vary from problem to problem. The present discussion is for the choice $z=$ constant. For other cases the necessary changes have to be made in the entire procedure.
Step 3. Let the solution of (1.43) by $u(x, y, z)=f(z)$, where $f(z)$ is an arbitrary function of $z$ ( $\because z=$ constant). Thus the solution of (1.43) is $u(x, y)=f(z)$.
Step 4. We now differentiate $u(x, y)=f(z)$ w.r.t. $x, y, z$ and then compare the result with the given equation $P d x+Q d y+R d z=0$. After comparing we shall get an equation in two variables $f$ and $z$. If the coefficient of $f$ or $z$ involve functions of $x, y$, it will always be possible to remove them with the help of $u(x, y)=f(z)$.
Step 5. Solve the equation got in step 4 and obtain $f$. Putting this value of $f$ in $u(x, y)=f(z)$, we shall get the required solution of the required equation.
Example 1.4 Solve $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 z}\right) d z=0$
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get

$$
\begin{aligned}
& P=3 x^{2}, \quad Q=3 y^{2}, \quad R=-\left(x^{3}+y^{3}+e^{2 z}\right) \\
& \therefore P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =0
\end{aligned}
$$

Showing that the condition of integrability is satisfied. Let $z$ be treated as constant, so that $d z=0$. Then the given equation becomes $3 x^{2} d x+3 y^{2} d y=0$. Integrating we get

$$
\begin{equation*}
x^{3}+y^{3}=f(z) \text { (say) }(\because z \text { is constant }) \tag{1.44}
\end{equation*}
$$

Differentiating (1.44), we get

$$
\begin{equation*}
3 x^{2} d x+3 y^{2} d y-f^{\prime}(z) d z=0 \tag{1.45}
\end{equation*}
$$

Comparing (1.45) with the given equation $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 z}\right) d z=0$ we have, $f^{\prime}(z)=$ $x^{3}+y^{3}+e^{2 z} \Rightarrow f^{\prime}(z)=f(z)+e^{2 z}$. Hence its general solution is $f(z)=e^{2 z}+c e^{z} \Rightarrow x^{3}+y^{3}=e^{2 z}+c e^{z}$, where $c$ is the required solution.

### 1.6.5 Method V(Exact and homogeneous of degree $n \neq-1$ )

Theorem 1.2 If the total differential equation $P d x+Q d y+R d z=0$ is exact and homogeneous of degree $n \neq-1$, then its general solution is given by $P x+Q y+R z=c$ where $c$ is an arbitrary constant.
Solution: The given total differential equation is $P d x+Q d y+R d z=0$ and so we have

$$
\begin{equation*}
\frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x}, \frac{\partial Q}{\partial z}=\frac{\partial R}{\partial y}, \frac{\partial R}{\partial x}=\frac{\partial P}{\partial z} \tag{1.46}
\end{equation*}
$$

Also $P d x+Q d y+R d z=0$ is homogeneous of degree $n \neq-1$, so by Euler's theorem on homogeneous functions of $x, y, z$ of degree $n \neq-1$, we have

$$
\begin{align*}
& x \frac{\partial P}{\partial x}+y \frac{\partial P}{\partial y}+z \frac{\partial P}{\partial z}=n P  \tag{1.47}\\
& x \frac{\partial Q}{\partial x}+y \frac{\partial Q}{\partial y}+z \frac{\partial Q}{\partial z}=n Q  \tag{1.48}\\
& x \frac{\partial R}{\partial x}+y \frac{\partial R}{\partial y}+z \frac{\partial R}{\partial z}=n R \tag{1.49}
\end{align*}
$$

Now adding $P d x+Q d y+R d z=0$ with the equations (1.47) - (1.49), we get

$$
\begin{align*}
& x \frac{\partial P}{\partial x}+y \frac{\partial P}{\partial y}+z \frac{\partial P}{\partial z}+x \frac{\partial Q}{\partial x}+y \frac{\partial Q}{\partial y}+z \frac{\partial Q}{\partial z}+x \frac{\partial R}{\partial x}+y \frac{\partial R}{\partial y}+z \frac{\partial R}{\partial z} \\
+ & (P d x+Q d y+R d z)=(n+1)(P d x+Q d y+R d z)=0 \tag{1.50}
\end{align*}
$$

Using the equation (1.46), from (1.50) we get

$$
\begin{align*}
& \left(P+x \frac{\partial P}{\partial x}+y \frac{\partial P}{\partial y}+z \frac{\partial P}{\partial z}\right) d x+\left(Q+x \frac{\partial Q}{\partial x}+y \frac{\partial Q}{\partial y}+z \frac{\partial Q}{\partial z}\right) d y \\
& \left(R+x \frac{\partial R}{\partial x}+y \frac{\partial R}{\partial y}+z \frac{\partial R}{\partial z}\right) d z=0  \tag{1.51}\\
& d(P x+Q y+R z)=0 \tag{1.52}
\end{align*}
$$

Integrating we get, $P x+Q y+R z=c$ is the solution of the total differential equation $P d x+Q d y+$ $R d z=0$ which is exact and homogeneous in $x, y, z$ of degree $n \neq-1$. Hence the theorem.
Example 1.5 Show that $(y+z) d x+(z+x) d y+(x+y) d z=0$ is exact and homogeneous. Hence solve it.
Solution: Comparing the given total differential equation with $P d x+Q d y+R d z=0$, we get $P=y+z, Q=z+x, R=x+y$. Then

$$
\begin{aligned}
& \frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}=1-1=0 \Rightarrow \frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x} \\
& \frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}=1-1=0 \Rightarrow \frac{\partial Q}{\partial z}=\frac{\partial R}{\partial y} \\
& \frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}=1-1=0 \Rightarrow \frac{\partial R}{\partial x}=\frac{\partial P}{\partial z}
\end{aligned}
$$

Hence the given total differential equation is exact. Also $P=y\left(1+\frac{z}{y}\right), Q=z\left(1+\frac{x}{z}\right), R=x\left(1+\frac{y}{x}\right)$. So $P, Q, R$ are homogeneous functions of degree 1 . Hence the required solution is given by $P x+Q y+R z=c$ where $c$ being an arbitrary constant. Hence $2 x y+2 y z+2 z x=c$ is the required solution.

### 1.7 Non-integrable Single Differential Equation

Let us consider the single differential equation

$$
\begin{equation*}
P d x+Q d y+R d z=0 \tag{1.53}
\end{equation*}
$$

where $P, Q, R$ are functions of $x, y, z$. If the equation (1.53) does not satisfy the condition of integrability, then there exists no singular relation between $x, y, z$ to satisfy it. However the equation (1.53) represents a family of curves orthogonal to the family represented by $\frac{d x}{P}=\frac{d y}{Q}=$ $\frac{d z}{R}$. Thus there exists an infinite number of curves that lie on any given surface and satisfy (1.53). Consequently the method of finding the above mentioned infinite number of curves is equally applicable to integrable equation (1.53).

Let the curves represented by the solution of the non-integrable equation (1.53) lie on the surface represented by

$$
\begin{equation*}
u(x, y, z)=c \tag{1.54}
\end{equation*}
$$

where $c$ being an arbitrary constant. Differentiating (1.54) we have

$$
\begin{equation*}
\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z=0 \tag{1.55}
\end{equation*}
$$

From (1.55) by eliminating the variables $z$ and $d z$ by using (1.53) and (1.54) we get an equation of the form $M d x+N d y=0$, where $M$ and $N$ are functions of $x, y$. Solving this we get relation between $x, y$ involving an arbitrary constant and this relation with equation (1.55) give the desire curves i.e., the solution of (1.53).
Example 1.6 Show that there is no single integral of $d z=2 y d x+x d y$. Prove that the curve of the equation that lie in the plane $z=x+y$ lie also on surface of the family $(x-1)^{2}(2 y-1)=c$.
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get

$$
\begin{aligned}
& P=2 y, \quad Q=x, \quad R=-1 . \\
& \therefore P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =2 y \cdot 0+x \cdot 0-1(2-1) . \\
& =-1 \neq 0
\end{aligned}
$$

Showing that the condition of integrability is not satisfied.
Also from $z=x+y$, we get, $d z=d x+d y$. Then using $2 y d x+x d y-d z=0$ and $d z=d x+d y$, we have,

$$
\begin{aligned}
& (2 y-1) d x+(x-1) d y=0 \\
& \frac{2}{x-1} d x+\frac{2}{2 y-1} d y=0
\end{aligned}
$$

Integrating we get, $2 \log (x-1)+\log (2 y-1)=\log c$ i.e., $(x-1)^{2}(2 y-1)=c$.

### 1.8 Worked Out Example

Example 1.7 Show that $(y z+x y z) d x+(z x+x y z) d y+(x y+x y z) d z=0$ is integrable. Hence solve it.
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get

$$
\begin{aligned}
& P=y z+x y z, \quad Q=z x+x y z, \quad R=x y+x y z . \\
& \therefore P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =y z(1+x)\{(x+x y)-(x+x z)\}+z x(1+y)\{(y+y z)-(y+x y)\}+x y(1+z)\{(z+x z)-(z+y z)\} \\
& =y z(1+x) x(y-z)+z x(1+y) y(z-x)+x y(1+z) z(x-y) \\
& =x y z\{(1+x)(y-z)+(1+y)(z-x)+(1+z) z(x-y)\} \\
& =x y z[0-0]=0 .
\end{aligned}
$$

Showing that the condition of integrability is satisfied.
Dividing each term by $x y z$, the given equation becomes

$$
\left(\frac{1}{x}+1\right) d x+\left(\frac{1}{y}+1\right) d y+\left(\frac{1}{z}+1\right) d z=0
$$

Integrating, we get, $\log x+x+\log y+y+\log z+z=c$ or $\log (x y z)+x+y+z=c$, which is the required general solution, where $c$ being an arbitrary constant.
Example 1.8 Show that $z(z-y) d x+z(z+x) d y+x(x+y) d z=0$ is an integrable. Hence solve it.
Solution: Comparing the given equation with $P d x+Q d y+R d z=0$, we get

$$
\begin{aligned}
& P=z(z-y), \quad Q=z(z+x), \quad R=x(x+y) \\
& \therefore P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =z(z-y)(2 z+x-x)+z(z+x)(2 x+y-2 z+y)+x(x+y)(-z-z)=0,
\end{aligned}
$$

which show that the condition of integrability is satisfied. So it is an integrable.
The auxiliary equations of the given equation are

$$
\begin{align*}
& \frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d y}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}}  \tag{1.56}\\
\Rightarrow & \frac{d x}{z}=\frac{d y}{x+y-z}=\frac{d z}{-z} . \tag{1.57}
\end{align*}
$$

From first and third ratios, we get $d x+d z=0$. Integrating, $x+z=c_{1}$ (constant) or $u=c_{1}$ where $u=x+z$. Again from (1.57), we have $\frac{d x+d y}{x+y}=\frac{d z}{-z}$. Integrating, $\log (x+y)+\log z=\log c_{2} \Rightarrow$ $(x+y) z=c_{2}$ or $v=c_{2}$ where $v=(x+y) z$.
Now we wish to find $\phi$ and $\psi$ s.t the given equation is identical with

$$
\begin{equation*}
\phi d u+\psi d v=0 \tag{1.58}
\end{equation*}
$$

Then using $u=c_{1}, v=c_{2}$ we have from (1.58),

$$
\begin{aligned}
& \phi d(x+y)+\psi d(x z+y z)=0 \\
\Rightarrow \quad & (\phi+z \psi) d x+z \psi d y+(\phi+x+y) d z=0
\end{aligned}
$$

Comparing this equation with the given equation, we get $\phi+z \psi=k z(z-y), z \psi=k z(z+x)$ and $\phi+x+y=k x(x+y)$, where $k$ is non zero constant. Now solving the above relations, we get $\psi=k(x+z)=k u$ and $\phi=k z(z-y)-z \psi=k z(z-y)-k z(z+x)=-k u$. Using the values of $\phi$ and $\psi$ in (1.58) becomes $-v d u+u d v=0 \Rightarrow \frac{d u}{u}-\frac{d v}{v}=0$. Then integrating we get, $\log u-\log v=\log c \Rightarrow u=c v$ or $x+z=c z(x+y)$ where $c$ being an arbitrary constant and this is the required solution of the given equation.
Example 1.9 Find the orthogonal trajectories on the cone $x^{2}+y^{2}=z^{2} \tan ^{2} \alpha$ of its intersection with the family of planes parallel to $z=0$.
Solution: Given surface is

$$
\begin{equation*}
f(x, y, z)=x^{2}+y^{2}-z^{2} \tan ^{2} \alpha=0 \tag{1.59}
\end{equation*}
$$

and the family of planes parallel to $z=0$ is

$$
\begin{equation*}
z=k \tag{1.60}
\end{equation*}
$$

where $k$ is parameter. Then the system of differential equations of the given curves of intersection of (1.59) and (1.60) is given by

$$
\begin{equation*}
2 x d x+2 y d y-2 z \tan ^{2} \alpha d z=0, \quad d z=0 \tag{1.61}
\end{equation*}
$$

Solving these equation for $d x, d y, d z$, we get

$$
\frac{d x}{y}=\frac{d y}{-x}=\frac{d z}{0}
$$

Hence the system of differential equations of the required orthogonal trajectories of the given curves is

$$
\begin{equation*}
x d x+y d y-z \tan ^{2} \alpha d z=0, \quad y d x-x d y+0 \cdot d z=0 \tag{1.62}
\end{equation*}
$$

Solving these equation for $d x, d y, d z$, we get

$$
\begin{equation*}
\frac{d x}{x z \tan ^{2} \alpha}=\frac{d y}{y z \tan ^{2} \alpha}=\frac{d z}{x^{2}+y^{2}} \tag{1.63}
\end{equation*}
$$

Taking $x, y, 0$ as multipliers, each fraction of $(\overline{1.63})=\frac{x d x+y d y}{\left(x^{2}+y^{2}\right) z \tan ^{2} \alpha}$. Combining this fraction with last fraction in (1.63), we get

$$
\frac{x d x+y d y}{\left(x^{2}+y^{2}\right) z \tan ^{2} \alpha}=\frac{d z}{x^{2}+y^{2}}
$$

so that

$$
2 x d x+2 y d y-2 z \tan ^{2} \alpha d z=0
$$

Integrating,

$$
x^{2}+y^{2}-z^{2} \tan ^{2} \alpha=k
$$

where $k$ being an arbitrary constant. Choosing $k=0$, we obtain the given surface (1.59). Taking the first and second fractions of (1.62), we get $\frac{d x}{x}-\frac{d y}{y}=0$. Integrating, we get, $\log x-\log y=\log c$ or $x=c y, c$ being an arbitrary constant.
Hence the required family of the orthogonal trajectories is given by $x^{2}+y^{2}=z^{2} \tan ^{2} \alpha$ and $x=c y$.

Example 1.10 Find the orthogonal projection of the curves on the $x y$-plane which lie on the paraboloid $3 z=x^{2}+y^{2}$ and satisfy the differential equation $2 d z=(x+y) d x+y d y$.
Solution: Given paraboloid is

$$
\begin{equation*}
f(x, y, z)=x^{2}+y^{2}-3 z=0 \tag{1.64}
\end{equation*}
$$

The given differential equation is

$$
\begin{equation*}
(x+z) d x+y d y-2 d z=0 \tag{1.65}
\end{equation*}
$$

Comparing (1.65) with $P d x+Q d y+R d z=0$, we have $P=x+y, Q=y$ and $R=-2$. Now

$$
\begin{aligned}
& P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
& =(x+y)(0-0)+y(0-1)-2(0-0)=-y \neq 0
\end{aligned}
$$

Thus (1.65) does not satisfy the integrability condition. Now differentiability (1.64), we have

$$
\begin{equation*}
2 x d x+2 y d y-3 d z=0 \tag{1.66}
\end{equation*}
$$

Then from (1.65) and (1.66), we get

$$
\begin{aligned}
& 3(x+z) d x+3 y d y-2(2 x d x+2 y d y)=0 \\
\Rightarrow & x d x+y d y-3 z d x=0 \\
\Rightarrow & x d x+y d y=\left(x^{2}+y^{2}\right) d x, \operatorname{using}(1.64) \\
\Rightarrow & \frac{2 x d x+2 y d y}{x^{2}+y^{2}}=2 d x
\end{aligned}
$$

Integrating we get, $\log \left(x^{2}+y^{2}\right)=\log c+2 x \Rightarrow x^{2}+y^{2}=c e^{2 x} \Rightarrow 3 z=c e^{2 x}$ (using (1.64)) where $c$ being an arbitrary constant.

### 1.9 Review Exercises

1 Show that $\left(2 x+y^{2}+2 x z\right) d x+2 x y d y+x^{2} d z=0$ is integrable.
2 Solve the following equations using Method $I$
(a) $y z \log z d x-z x \log z d y+x y d z=0$,

Ans. $x \log z=c y$
(b) $\left(x^{2} z-y^{3}\right) d x+3 x y^{2} d y+x^{3} d z=0$,

Ans. $x^{2} z+y^{3}=c x$
(c) $\frac{y+z-2 x}{(y-x)(z-x)} d x+\frac{z+x-2 y}{(z-y)(x-y)} d y+\frac{x+y-2 z}{(x-z)(y-z)} d z=0$,

Ans. $(x-y)(y-z)(z-x)=c$
(d) $\left(y^{2}+y z+z^{2}\right) d x+\left(z^{2}+z x+x^{2}\right) d y+\left(x^{2}+x y+y^{2}\right) d z=0$, Ans. $x y+y z+z x=c(x+y+z)$
(e) $\left(x^{2} y-y^{3}-y^{2} z\right) d x+\left(x y^{2}-x^{2} z-x^{3}\right) d y+\left(x y^{2}+x^{2} y\right) d z=0$, Ans. $x^{2}+y^{2}+z(x+y)=c x y$

3 Solve the following equations using Method II
(a) $y(y+z) d x+x(x-z) d y+x(x+y) d z=0$,

Ans. $x(y+z)=c(x+y)$
(b) $(x-y) d x-x d y+z d z=0$,

Ans. $x^{2}-2 x y+z^{2}=c$
(c) $y z^{2}\left(x^{2}-y z\right) d x+x^{2} z\left(y^{2}-x z\right) d y+x y^{2}\left(z^{2}-x y\right) d z=0$,

Ans. $x^{2} z+y^{2} x+z^{2} y=c x y z$
(d) $\left(2 z^{2}-x y+y^{2}\right) z d x+\left(2 z^{2}+x^{2}-x y\right) z d y-(x+y)\left(x y+z^{2}\right) d z=0$, $(x+y)^{2} z=c\left(z^{2}-x y\right)$
Ans.

4 Solve the following equations using Method III
(a) $x z^{3} d x-z d y+2 y d z=0$,
(b) $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 z}\right) d z=0$,
(c) $\left(y^{2}+z^{2}-x^{2}\right) d x-2 x y d y-2 x z d z=0$,
(d) $\left(y^{2}+y z\right) d x+\left(x z+z^{2}\right) d y+\left(y^{2}-x y\right) d z=0$ IAS : 1999,

Ans. $x^{2} z^{2}-2 y=c z^{2}$
Ans. $x^{3}+y^{3}=e^{2 z}+c e^{z}$
Ans. $x k=x^{2}+y^{2}+z^{2}$

5 Solve the following equations using Method IV
(a) $\left(y^{2}+z^{2}+x^{2}\right) d x-2 x y d y-2 x z d z=0, \mathbf{V U}(\mathbf{C B C S}): 2018$
(b) $y z \log x d x-z x \log z d y+x y d z=0$,

Ans. $y^{2}+z^{2}=x^{2}+x k$
(c) $z y d x+\left(x^{2} y-x z\right) d y+\left(x^{2} y-x y\right) d y+\left(x^{2} z-x y\right) d z=0, \mathbf{C U}(\mathbf{H}): 2016$ $x^{2}\left(y^{2}+z^{2}-2 c\right)=2 x y z$
(d) $(m z-n y) d x+(n x-l z) d y+(l y-m x) d z=0$,

Ans. $n x-l z=c(m z-n y)$
6 Solve $2 x z d x+z d y-d z=0$. Ans. $x^{2}+y-\log z=k$ is the required solution where $k$ is arbitrary constant.
7 Solve $2 x z d x+z d y-d z=0$.
Ans. $x^{2}+y-\log z=c$.
8 Solve $(2 x z-y z) d x+(2 y z-x z) d y-\left(x^{2}-x y+y^{2}\right) d z=0$.
Ans. $x^{2}-x y+y^{2}=c z$.
9 Solve $\left(x^{2}+x y+y z\right) d x-x(x+z) d y+x^{2} d z=0$.
Ans. $x+z=c e^{\frac{y}{x}}$.
10 Find $f(y)$ such that the total differential equation $\frac{(y z+z)}{x} d x-z d y+f(y) d z=0$ is integrable. Hence solve it. VU(CBCS): $2018 \quad$ Ans. $f(y)=k(y+1)$ and required solution is $x z^{k}=c(y+1)$ where $k, c$ are arbitrary constants.
11 Find the general solution of the equation $y d x+(z-y) d y+x d z=0$ which is consistent with the relation $2 x-y-z=1$. Ans. $x^{2}+x y-y^{2}-y=k$ is the required solution where $k$ is arbitrary constant.
12 Find the system of curves lying on the system of surfaces $x z=c$ and satisfying the differential equation $y z d x+z^{2} d y+y(z+x) d z=0$. Ans. System of curves are $x=c_{1} y$ and $x z=c_{2}$ where $c_{1}, c_{2}$ are arbitrary constant.
13 Show that the curves satisfying the differential equation $x d x+y d y+c \sqrt{1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}} d z=0$ that lie on the ellipsoid $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$ lie also on the family of concentric spheres $x^{2}+y^{2}+z^{2}=a^{2}$.
14 Find the orthogonal trajectories on the conicoid $(x+y) z=1$ of the conics in which it which it is cut by the system of planes $x-y+z=k$, where $k$ is parameter. Ans. $(x+y) z=c$ and $x+c^{\prime}=z-\frac{1}{6 z^{3}}+\frac{1}{2 z}$.
15 Find $f(y)$ if $f(y) d x-z x d y-x y \log y d z=0$ is integrable.
Ans. $f(y)=c y$
16 Solve: $z(z-y) d x+z(z+x) d y+x(x+y) d z=0$,
Ans. $x+z=c z(x+y)$ where $c$ is an arbitrary constant.
17 Solve : $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 z}\right) d z=0 . \quad$ Ans. $x^{3}+y^{3}=e^{2 z}+c e^{z}$ where $c$ is an arbitrary constant.
18 Solve : $\left(\cos x+e^{x} y\right) d x+\left(e^{x}+e^{y} z\right) d y+e^{y} d z=0$. Ans. $y c e^{x}+z e^{y}+\sin x=c$ where $c$ is an arbitrary constant.
19 Solve : $\left(z+z^{2}\right) \cos x d x-\left(z+z^{2}\right) d y+\left(1-z^{2}\right)(y-\sin x) d z=0$. Ans. $y=\sin x-c z e^{-z}$ where $c$ is an arbitrary constant.
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